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Abstract

The next generation of satellite constellations is designed
to better address the future needs of our connected society:
highly-variable data demand, mobile connectivity, and reach-
ing more under-served regions. Artificial Intelligence (AI)
and learning-based methods are expected to become key play-
ers in the industry, given the poor scalability and slow reac-
tion time of current resource allocation mechanisms. While
Al frameworks have been validated for isolated communica-
tion tasks or subproblems, there is still not a clear path to
achieve fully-autonomous satellite systems. Part of this issue
results from the focus on subproblems when designing mod-
els, instead of the necessary system-level perspective. In this
paper we try to bridge this gap by characterizing the system-
level needs that must be met to increase satellite autonomy,
and introduce three Al-based components (Demand Estima-
tor, Offline Planner, and Real Time Engine) that jointly ad-
dress them. We first do a broad literature review on the differ-
ent subproblems and identify the missing links to the system-
level goals. In response to these gaps, we outline the three
necessary components and highlight their interactions. We
also discuss how current models can be incorporated into the
framework and possible directions of future work.

1 Introduction

The satellite communications landscape has been under-
going significant changes during the last few years. The
growth of streaming platforms and other data-intensive ser-
vices has pushed a television/video-centered industry into a
data-dominated market characterized by higher throughput
demands (Northern Sky Research 2019). In addition, new
ground stations in unserved communities where terrestrial
networks are not an affordable option (Reuter 2020), as well
as new mobile terminals in almost every plane, make user
bases larger and more complex. In response, highly-flexible
megaconstellations are being deployed, which will flood the
market in the upcoming years. What once was a static pro-
cess from a resource control point of view is becoming in-
creasingly dynamic and more challenging.

Satellite operators have been able to incorporate the nec-
essary hardware improvements to adapt to this new dynamic
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context. Beamforming capabilities capture more complex
terrestrial landscapes, digital payloads allow for real time
power and bandwidth control (Balty, Gayrard, and Agnieray
2009; Angeletti, De Gaudenzi, and Lisi 2008), and the in-
dustry is entering an era marked by mega constellations that
add new degrees of freedom (Vidal et al. 2021). However,
current resource management policies are human-driven,
which is no longer sufficient given the high-dimensionality
and flexibility of upcoming systems. Therefore, operators
are looking to outsource many of these human decisions to
autonomous agents, as it will be the key to being competitive
in this growing market (Coleman 2019).

Artificial Intelligence (AI) and learning-based solutions
are prominent in satellite communications research as a
promising way to control these complex space systems.
From finding optimal policies to steer antennas (Abbas,
Nasser, and Ahmad 2015), to leveraging time series data
to identify contingency scenarios (Ackerman 2020), current
research suggests that satellite constellations can achieve in-
creasing levels of automation.

While Al is capable of matching the state-of-the-art per-
formance in many of these specific tasks (Luis et al. 2020;
Aravanis et al. 2015; Paris et al. 2019; Lei and Vazquez-
Castro 2010; Durand and Abrao 2017; Ferreira et al. 2018;
Luis et al. 2019), there is not a clear path to move the fo-
cus from solving specific tasks to the design of autonomous
satellites able to achieve system-level goals. Part of the hard-
ware components studied in recent papers such as antennas
or power amplifiers are not isolated, but are part of larger
entities that interact, as thoroughly studied by the space sys-
tems community (Angeletti, De Gaudenzi, and Lisi 2008). In
that sense, there is little consideration on how the proposed
Al models will fit into the whole constellation architecture.

Although scarce, some papers do attempt to bridge that
gap. This is the case of (Guerster et al. 2019), where a Dy-
namic Resource Management (DRM) system concept is pre-
sented to specifically address the adapted process to control
different resources such as power and bandwidth on a satel-
lite. Authors divide their system into a deployed physical
network and a short-term and long-term planners that make
resource allocation decisions based on demand predictions.
While the overall goal of this paper is well aligned with the
industry needs, there is little emphasis on how the Al and
learning-based technologies on a subsystem level connect to
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Figure 1: Resource allocation problem in satellite communications divided into a sequence of subproblems. From a set of fixed
and mobile users with certain demand requirements (step 1), operators first decide how many beams to use, as well as their
location and shape (step 2). Then, each beam is routed to a gateway (step 3) and a certain amount of bandwidth within the
available frequency spectrum is allocated (step 4). The final subproblem involves powering each beam (step 5), resulting in a

complete resource allocation (step 6).

their role on the system level and vice versa.

In this paper we try to close this research gap by propos-
ing a similar resource management framework to the one
presented in (Guerster et al. 2019), highlighting the nec-
essary components in an architecture aimed at solving the
complete DRM problem in satellite communications. We
identify three interconnected subsystems, namely the De-
mand Estimator, Offline Planner, and Real Time Engine, that
jointly affect the performance of the whole system on dif-
ferent resource management tasks such as power allocation,
beam routing, and frequency assignment. Our goal is to an-
alyze the potential value of different Al algorithms on both
the system and subsystem levels and understand their trade-
offs. Finally, we outline prevailing challenges to achieve bet-
ter autonomous constellations and areas of future work for
each task.

2 Dynamic Resource Management in
Multibeam Satellite Constellations

The DRM problem in a satellite communications constella-
tion consists of finding a feasible distribution of the constel-
lation’s resources that satisfies the changing demand needs
of a user network. Fully solving this problem entails ad-
dressing a sequence of complex subproblems, each related
to one of the resources to allocate, as illustrated in Figure
1. Overall, it is a time-sensitive problem, as the dynamic
behavior of the users’ demand requires updating parts of
the solution to the subproblems in real time, as pictured
in Figure 2. Given these time constraints and the high-
dimensionality context of upcoming constellations, Al and

learning-based algorithms are seen as essential to keep up
with the constantly-changing demand in a way that won’t
require operators to severely over-provision resources.

2.1 User terminals

A user (represented by a small antenna or a plane in Fig-
ure 1) is defined as any entity connected to the constella-
tion that expects certain throughput demand needs to be met
(e.g., aperson watching a movie through an online streaming
platform). Two factors characterize each user: demand and
position. In this context, we assume that the user’s demand
is flexible and may vary over time depending on the user’s
behaviour. For example, users navigating the web tend to
generate highly-fluctuating demand, while backhauling cus-
tomers tend to be more steady. The position of a user can ei-
ther be fixed (e.g., common households antennas) or change
over time (e.g., planes and ships).

2.2 Constellation’s resources

To satisfy the users’ demand, operators need to resolve four
subproblems in order to distribute the constellation’s re-
sources: beam placement and shaping, gateway routing, fre-
quency assignment, and power allocation.

Beam placement and beam shaping. Shown in the sec-
ond step in Figure 1, the beam placement problem consists
of achieving a feasible mapping of users to satellite beams.
A beam is a communication channel between one or more
users and a satellite. Different users can be assigned to the
same beam only if they are all on the beam’s terrestrial
footprint, which is influenced by the beam’s shape. There-
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Figure 2: User distributions and resource allocations chang-
ing over time. A change in the user distribution from time %
to time ¢; prompts a change in the allocation of the constel-
lation’s resources.

fore, this process entails grouping users together. Also repre-
sented in the second step in Figure 1, the beam shaping prob-
lem consists of deciding the shapes and sizes of the beams,
and therefore their footprints. Depending on the context, op-
erators might prefer to use few beams with little overlap
(which reduces interference) or a higher number of beams
with simpler shapes (which is more energy-efficient). The
beam shaping problem is not independent from the beam
placement problem, so they need to be solved simultane-
ously.

Gateway routing. Depicted in the third step in Figure 1,
the gateway routing problem consists of mapping beams to
gateways. A gateway, shown as a bigger antenna in the fig-
ure, is an operator’s ground station that gathers the traffic
from many beams to the Internet and vice versa. There are
multiple gateways connected to the network. How beams are
mapped to gateways might be constrained by users’ char-
acteristics or preferences, and has a potential effect on the
quality of the service.

Frequency assignment. Represented by the fourth step
in Figure 1, the frequency assignment problem consists of
assigning a central frequency and an amount of bandwidth
to each beam. This goes beyond simply partitioning the fre-
quency spectrum, since two beams can use overlapping fre-
quencies due to several frequency reuse mechanisms avail-
able in each satellite. The extent to which two beams can use
overlapping frequencies depends on how close their terres-
trial footprints are.

Power allocation. Finally, the fifth step of the process
shown in Figure 1 is power allocation, which sets the trans-
mitted radio-frequency (RF) power to every beam. Gener-
ally, satellites are power-constrained, but there can be addi-
tional restrictions that limit the amount of power available to
each beam. Operators can then reduce the necessary power
of a specific beam by increasing its bandwidth, for instance.

2.3 System-level challenges

From a system’s perspective, the emerging challenges when
considering the complete DRM problem are threefold:

* First, each of the presented subproblems is not isolated;
the decisions made at a certain step of the process im-
pact the steps to come. For example, placing fewer beams
(step 2 in Figure 1) might make routing easier (step 3) but
requires higher power consumption (step 5).

* Another challenge comes from the interactions between
different satellites in the constellation. One example is
the handover process, where a beam serving a user
switches from satellite to satellite due to constellation
and user dynamics (as shown in Figure 2 for the plane).

* Finally, given the dynamic nature of the environment
(e.g., changes in user demand patterns, moving beams,
new users, or system failures), operators constantly
reevaluate resource management decisions in real time.
This is shown in Figure 2, where a change in the user
distribution from time ¢ to ¢; requires a reconsideration
of the resource allocation decisions. From an algorithmic
perspective it is challenging to recompute an allocation
given these time constraints and the high-dimensionality
of the constellations.

In response to these challenges, Al and learning-based al-
gorithms have the potential to play a substantial role in solv-
ing the resource allocation problem. This has started to be
explored mainly at the subproblem level, mostly with a focus
on brute performance. In the following section we discuss
the specific AI models that have been proposed to address
each subproblem.

3 Related Work

Multiple studies have addressed solving specific resource al-
location subproblems by means of Al and learning-based
methods. Most of the literature focuses on metaheuristic al-
gorithms given their straightforward frameworks, but in the
recent years authors have started to rely more on neural net-
works and Reinforcement Learning agents. A summary of
the literature can be found in Table 1; we now discuss each
subproblem separately.

3.1 Al and learning-based methods for resource
allocation subproblems

Beam placement and beam shaping. Most studies that ap-
proach the beam placement problem in the literature focus
on beam scheduling, i.e., defining start and end times for
each beam (Wang et al. 2020a; Deng et al. 2018; He, Jia,
and Zhong 2017; Anzalchi et al. 2010; Angeletti, Fernan-
dez Prim, and Rinaldo 2006). All these works show effi-
cient Genetic Algorithms (GA) that optimize based on user
satisfaction, total capacity, and/or power usage in the con-
text of satellites with tens of beams. Some authors (Hu
et al. 2020b) have also proposed Reinforcement Learning
(RL) techniques, specifically Q-learning algorithms, to deal
with the added complexity when moving to the thousand-
beam range. Regarding other beam placement-specific tasks,
researchers have recommended Simulated Annealing (SA)



Method Algorithm Beam plac. & shape | Routing Freq. assign. | Power alloc.
. . 2020a; 2018; 2017, 2017; 2015; | 2015; 2010;
Genetic Algorithm | 1 5006 2011 2006;2019 | 2019
Metaheuristics Particle Swarm Opt. 2020 2017; 2020
. . 2020; 2018;
Simulated Annealing | 2014 2014 2020; 2018
. . 2020; 2020; | 2020; 2020,
Reinforcement Q-learning 2020b 2020 2018: 2018 2018
Learning Policy Gradient 2019; 2020
Supervised learn. | Neural architectures 1997; 2005

Table 1: AI methods and algorithms applied to each resource allocation subproblem in the literature. Studies might focus on the
complete subproblem or solve it partially. Some studies address parts of two different subproblems.

(Camino et al. 2014) to specifically solve the question of
how many beams to place and where. Although the beam
shaping subproblem has been addressed by means of heuris-
tics and mathematical programming frameworks (Kyrgia-
zos, Evans, and Thompson 2013; Camino et al. 2016), we
could not find Al-based proposals for this task.

Routing. The scarce literature on beam and gateway rout-
ing mainly focuses on how to route users to gateways in
order to minimize delay. While most studies suggest non-
Al load balancing solutions (Torkzaban et al. 2020; Yang
et al. 2016), some authors have proposed GA (Rao and Wang
2011) and Q-Learning (Gong et al. 2020) frameworks in the
context of highly-varying environments.

Frequency assignment. From the four subproblems that
constitute the complete resource allocation process, the
frequency assignment is the most studied in both depth
and breadth. In general terms, when all beams use the
same bandwidth, this problem can be understood as as-
signing the central frequency for each beam. Both meta-
heuristic (GA, (He, Jia, and Zhong 2017; Tirmizi, Mishra,
and Zadgaonkar 2015), SA, (Vidal, Legay, and Goussetis
2020)) and RL-based (Q-learning, (Hu et al. 2018)) formu-
lations have proven successful in solving this task. Some
studies do consider flexible bandwidth and address it with
both metaheuristic frameworks (GA, (Angeletti, Fernandez
Prim, and Rinaldo 2006; Paris et al. 2019), SA (Cocco
et al. 2018)) and learning-based models (Q-Learning, (Liao
et al. 2020; Zheng et al. 2020), supervised learning with
neural networks, (Funabiki and Nishikawa 1997; Salcedo-
Sanz and Bousofio-Calzon 2005)). While metaheuristics are
better suited for scenarios with fewer beams, the high-
dimensionality of real operations makes learning-based
techniques a competitive solution for time-constrained con-
texts. Specific instances of the independent bandwidth al-
location problem (i.e., choosing bandwidth fractions) have
also been studied through an Al lens (PSO, (Pachler et al.
2020), Q-Learning, (Ferreira et al. 2018)). Finally, although
most models consider a single pool of frequency, some re-
search has focused on the effects of frequency reuse and
multiple polarizations (SA, (Camino et al. 2014)).

Power allocation. Finally, a large number of studies ad-
dress the power allocation problem by means of Al and
learning-based methods, where the goal is to autonomously

choose how much power to provide to each beam while
respecting beam- and satellite-wise maximum power con-
straints. Metaheuristic algorithms (GA (Aravanis et al. 2015;
Anzalchi et al. 2010; Paris et al. 2019), PSO (Durand and
Abrdo 2017; Pachler et al. 2020), and SA (Vidal, Legay,
and Goussetis 2020; Cocco et al. 2018)) prove to be ef-
fective ways to meet these constraints. However, it is hard
for them to scale up to thousands of beams and still con-
verge in the range of seconds. Consequently, authors have
also looked into RL-based methods, specifically Q-Learning
(Zhang et al. 2020; Liao et al. 2020; Ferreira et al. 2018) and
Policy Gradient (Luis et al. 2019, 2020).

As seen in Table 1, some models address decisions con-
cerning more than one subproblem. For example, the Ge-
netic Algorithm proposed in (Angeletti, Fernandez Prim,
and Rinaldo 2006) encompasses both beam placement and
frequency assignment decisions — but it does not completely
address either of them. In most studies, specific subproblems
or use cases have been simplified in order to achieve con-
vergence within reasonable time. It remains unclear the best
way in which Al and learning-based techniques can expand
to encompass multiple subproblems in high-dimensional
and time-restricted scenarios.

3.2 System-level gaps in current approaches

Despite the progress on the specific subproblems, gaps in the
literature are evident at the system level, where challenges
outlined in Section 2.3 remain untouched. First, studies of-
ten analyze isolated subproblems, but do not consider the de-
pendence on the next subproblem. For example, authors in
(Camino et al. 2014) need to rely on a demand-related met-
ric instead of a user satisfaction metric because their model
does not consider power allocation (last step of the resource
allocation process). It remains unclear how both metrics re-
late without solving the latter subproblem. As discussed in
the previous section, when more than one subproblem is ad-
dressed, most of the time those are not completely solved,
and simplifications are applied.

Next, studies fail to address the satellite as a part of a
larger constellation network, and so they avoid the added
complexity of this higher-dimensional problem. For exam-
ple, most frequency assignment algorithms (e.g., (Vidal,
Legay, and Goussetis 2020; Liao et al. 2020)) overlook that,



given the constellation dynamics, frequency must be as-
signed to beams that are constantly changing. An allocation
that is valid for a specific point in time may have severe lim-
itations at subsequent times, as different beams are handed
over to a satellite following routing decisions.

Finally, any DRM problem framework must also situate
the subproblems and their interactions in the context of real-
istic operating scenarios. Most studies assume a given future
user distribution (Aravanis et al. 2015; Cocco et al. 2018),
which fails to capture the reality that in many cases users’
future demand and location are unknown. Forecasting user
demand for a short upcoming horizon leads to less uncer-
tainty, but also less time to react and utilize this new knowl-
edge. Challenges like this are overlooked when studies don’t
simulate the user distribution of the problem. Furthermore,
studies omit the increasing uncertainty that directly comes
from having higher dimensionality, leading to optimistic re-
sults and solutions that might actually be infeasible due to
the uncaptured uncertainty.

4 Addressing system-level complexity with
an Al-based framework

In this section we introduce the necessary elements of a re-
source management system and explore the role of Al and
learning-based methods to address the system-level com-
plexities. The proposed elements are similar to the ones in-
troduced in (Guerster et al. 2019), and correspond to three
components: the Demand Estimator (DE), responsible for
forecasting the user distribution; the Offline Planner (OP),
responsible for long-term proactive decisions; and the Real
Time Engine (RTE), responsible for short-term reactive de-
cisions. These three subsystems, as depicted in Figure 3,
jointly address the four resource allocation subproblems. We
also discuss how these systems should interact to meet all the
constraints imposed by real-time operation and large con-
stellations.

4.1 System goals

As described in Section 2.3, three challenges remain un-
addressed from a high-level problem perspective: 1) sub-
problems need to be considered simultaneously, 2) satel-
lites need to be considered integrated in a larger entity, the
constellation, and 3) the environment is dynamic and high-
dimensional.

From a real operation point of view, the last point requires
operators to rely on user distribution forecasts instead of per-
fect information to decide on the resource allocation. Oper-
ators can decide to predict future distributions with a spe-
cific level of uncertainty depending on how far the predic-
tion horizon is. While a lower uncertainty given by shorter
horizons is best for finding better allocations, it can substan-
tially reduce the time windows available to compute them.
These two features (uncertainty and computing time) define
the challenges a DRM framework must operate under. Any
architecture for this resource allocation system must be able
to address different levels of uncertainty and computing win-
dows.

4.2 DRM Framework overview

Our framework, depicted in Figure 3, consists of three com-
ponents that jointly aim to solve the complete resource allo-
cation problem described in Figure 1 and address the neces-
sary real-time changes. This process starts with the Demand
Estimator forecasting the user distribution (which includes
the demand and location of users) at future horizons. The
long-term predictions are passed to the Offline Planner, and
the short-time predictions are sent to the Real Time Engine.

In conjunction, both the OP and RTE are responsible for
the four subproblems. While they both can act on the same
set of decisions, the objective and responsibilities of each
subsystem are significantly different. The goal of the OP is
to compute complete allocations from scratch ahead of time
based on user distribution estimates. Given the problem’s
high-dimensionality and complexity, the time needed to run
this process is not negligible, which limits the OP to long-
term decisions where computing time is not a constraint.
However, since the long-term demand predictions are uncer-
tain, the real and estimated demand may significantly differ.
The objective of the RTE is then to tune the resource alloca-
tion originally computed by the OP to resolve these discrep-
ancies based on more detailed knowledge of the short-term
user distribution. To that end, the RTE should first decide
which specific resources it will change, as there might be
more than one possible alternative. The RTE iteratively re-
peats that process until the next OP update.

4.3 Al-based decision-making in the subsystems

Demand Estimator. The DE is tasked with producing fore-
casts that predict changes in user distributions as accu-
rately as possible, so that the OP and RTE avoid under-
and over-provisioning resources. Due to the increasingly
complex user demand patterns, it may no longer be suffi-
cient to rely on simple statistical methods that are unable to
model complex, nonlinear behaviours (Suganthi and Samuel
2012). Following similar trends in other industries (Fildes
and Kumar 2002; Zhao and Magoules 2012; Wang and
Srinivasan 2017; Panapakidis and Dagoumas 2016; Sagheer
and Kotb 2019) time series forecasting models like recurrent
neural networks and attention-based mechanisms (Vaswani
et al. 2017) are essential to accurately predict these pat-
terns. These methods take advantage of large amounts of
data to constantly improve their performance and capture
both short- and long-term patterns (Vaswani et al. 2017).
Furthermore, novel meta learning algorithms may be able to
leverage little data coming from new and out-of-distribution
users (Panigrahi, Nanda, and Swarnkar 2021).

Offline Planner. The OP is responsible for creating a
feasible long-term resource distribution plan that satisfies
the forecasted users’ demand. Given that this problem is
high-dimensional and complex, conventional resource allo-
cation techniques such as Lagrangian-based binary search
for frequency assignment (Park et al. 2012) or heuristic-
based power allocation (Destounis and Panagopoulos 2011)
are unlikely to succeed, even on a subproblem level. In this
line, metaheuristics have proven successful in solving each
of the individual subproblems (Deng et al. 2018; Rao and
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Figure 3: Necessary components in a resource management system. The Demand Estimator is responsible for predicting
changes in the user distribution (demand and location) at different time horizons. The Offline Planner then addresses long-
term resource allocation tasks, while the Real Time Engine works on a time scale of seconds to minutes, fixing any service

failure and leveraging resource-efficient opportunities.

Wang 2011; Tirmizi, Mishra, and Zadgaonkar 2015; Durand
and Abrdo 2017), and show promising results when deal-
ing with multiple subproblems (Camino et al. 2014; Pach-
ler et al. 2020; He, Jia, and Zhong 2017). In cases where
the dimensionality is so high that these techniques are no
longer practical, learning-based alternatives have been ex-
plored (Hu et al. 2020b; Gong et al. 2020; Wang et al. 2020a;
Luis et al. 2019).

Real-Time Engine The RTE has to refine the resource
allocation proposed by the OP based on the discrepancies
between the real and forecasted user distributions. The goal
of the RTE is not to allocate on all possible variables, but
rather to a lower-dimensional subset that does not compro-
mise a fast convergence time. In that sense, the Reinforce-
ment Learning-based agents presented in the literature could
be better suited to reallocate power (Zhang et al. 2020; Liao
et al. 2020; Ferreira et al. 2018; Luis et al. 2019, 2020), re-
assign frequencies (Liao et al. 2020; Zheng et al. 2020; Fer-
reira et al. 2018; Hu et al. 2018), reroute (Gong et al. 2020),
or rearrange the beam placement (Hu et al. 2020b). In the
case of routing and beam placement tasks, the lack of more
studies also opens the door to consider metaheuristic-based
alternatives, such as (Wang et al. 2020a; Deng et al. 2018;
He, Jia, and Zhong 2017; Anzalchi et al. 2010; Angeletti,
Fernandez Prim, and Rinaldo 2006; Rao and Wang 2011).

4.4 System interactions

The proposed DRM framework hinges on the distribution of
functionalities across the three subsystems, and, as a result,
it is important to study how the DE, OP, and RTE interact.
Here, we discuss these interactions across the pairs and how
Al can handle them.

Demand Estimator and OP/RTE. The DE interacts with
both the OP and RTE by feeding in forecasts of the future
user distribution. The key challenge the DE must deal with is
uncertainty. To quantify uncertainty, common metrics (e.g.,
MAPE, MAE, and MSE) measure how well a model behaves
on a test dataset, but more important to our application are
measures of under- and over-predictions in demand. Satellite
operators typically overprovision, because an underestima-
tion of future user demand is unacceptable in serving their
customers. The DE itself may account for this preference
by training a model with an asymmetric loss function that
places a heavier penalty on underestimations. Furthermore,

the forecasts being probabilistic instead of point estimates
gives insight into the amount of uncertainty at the predic-
tion level. This allows the OP to better plan for worst-case
scenarios and reduce the number of times the RTE needs to
take action. To avoid producing overly-conservative alloca-
tions, the OP and RTE subsystems could also incorporate ro-
bustness mechanisms against uncertainty, as explored in the
literature for both metaheuristic frameworks (Keane 1995;
Al-Aomar 2006) and RL (Bellemare, Dabney, and Munos
2017; Dabney et al. 2018).

OP and RTE. The interaction between OP and RTE is
more subtle since it is a consequence of the shared control
of the constellation’s resources. While the OP does a long-
term recurrent allocation of all resources, the RTE should
only react when nominal demand predictions are out of
distribution. We envision this happening under six circum-
stances: 1) demand spike, when the real demand is signifi-
cantly higher than expected; 2) demand diminish, when real
demand is significantly lower than expected; 3) new user,
when a new user connects to the system using a new (non-
allocated) beam; 4) mobility re-route, when a ship or plane
follows a different route than the one expected; 5) gate-
way failure, when a gateway antenna temporarily or per-
manently fails; and 6) satellite failure, when a satellite tem-
porarily or permanently fails. Both the RTE’s type of action
and time to react significantly vary depending on the event.
Nevertheless, all these situations can be considered as out-
of-distribution occurrences, which have traditionally been a
challenge to Al and learning-based models as a form of non-
stationarity or high stochasticity. Recent studies (Peng et al.
2018; Mankowitz et al. 2019; Ghosh et al. 2017) propose
generalization mechanisms which might be able to address
these scenarios.

The challenges emerging from system interactions pose
additional problems to Al and have been traditionally under-
studied in satellite communications literature. We consider
these issues as one of the remaining open challenges when it
comes to the Dynamic Resource Management problem and a
necessary direction of future work. In the next section we ex-
tend on this idea and other open challenges and future work
directions.



5 Open Challenges

Different challenges remain regarding the use of Al and
learning-based technologies for the Dynamic Resource
Management problem. These can be analyzed from a sub-
problem perspective, a system-level perspective considering
interactions, and from the perspective of autonomous sys-
tems. In this section we cover all three and propose direc-
tions of future work, highlighting those areas where Al is
still not present.

5.1 Limitations on subproblem performance

We first address the performance limitations that
subproblem-oriented Al algorithms face and which
recently-proposed frameworks could help mitigate them.

* High-dimensionality. All four subproblems covered in
this work (beam placement and shaping, gateway rout-
ing, frequency assignment, and power allocation) have
been traditionally under-studied in high-dimensional sce-
narios (Luis et al. 2020), such as those dealing with
tens of thousands of users or thousands of beams. Al-
though some works do try to address this issue (Hu et al.
2020b; Luis et al. 2019) by simply running tests on
high-dimensional scenarios, recently-proposed mecha-
nisms against high-dimensionality are still to be explored
in the satellite communications context. This is the case,
for instance, of specific RL frameworks (de Wiele et al.
2020; Zahavy et al. 2018).

* Time limitations. Time convergence is often an over-
looked factor in current approaches, and can be espe-
cially critical for some of the metaheuristic-based algo-
rithms presented. While most works focus on a static
picture for which all resources can be allocated with-
out a time horizon, future studies should incorporate new
findings on speeding up the convergence time (Nia and
Alipouri 2009). Learning-based approaches are more ro-
bust against this issue given their quick online evalua-
tions and offline training frameworks.

* Constellation Dynamics. Constraints imposed by con-
stellation dynamics are usually neglected. Most works
focus on single satellites, disregarding dependencies be-
tween the different satellites of the constellation and
how they change over time. Constraint-based frame-
works have been studied for both metaheuristic algo-
rithms (Homaifar, Qi, and Lai 1994) and RL (Garcia and
Fernandez 2015; Dalal et al. 2018; Bohez et al. 2019).

¢ Out-of-distribution events. As highlighted in Section
4.4, most events requiring the RTE involvement occur
due to out-of-distribution events such as demand spikes
or system failures. This issue has traditionally been a
challenge for Al and learning-based methods, although
recent works propose different methods to increase en-
vironment diversity (Ghosh et al. 2017; Lee et al. 2019;
Tobin et al. 2017) and consequently the agents’ robust-
ness.

5.2 Limitations due to interactions

When the DE, OP, and RTE act together, additional limita-
tions might emerge. These are mainly related with forecast-

ing quality and the OP-RTE interaction.

* Long-horizon forecasting. The DE is faced with chal-
lenging prediction windows when a delay exists between
the current and the target times. Uncertainty in these
situations might be too large using traditional methods.
Newer models that use attention mechanisms that learn
complex patterns in data like (Li et al. 2019) or (Wu et al.
2020) could be explored.

* Multiuser prediction. To forecast future user distribu-
tions and demands, the DE can do it on a per-user basis
or rely on multivariate output models (Charkraborty Kis-
han Mehrotra, Mohan, and Ranka 1990; Wan et al. 2019).
The latter is not sufficiently-explored and can be the ba-
sis of frameworks to leverage low amounts of data (e.g.,
new users, non-stationary patterns) (Yu, Rao, and Dhillon
2016).

* Search space complexity. As a consequence of the OP-
RTE interaction, once the OP sets a long-term resource
allocation, the RTE will amend some parts of it as real-
time operations take place. While maybe no more than
tens of beams will be part of this process during a RTE
cycle, the related search space will be notably more com-
plex, as the RTE will be required to simultaneously make
decisions on multiple variable types (e.g., beam center,
bandwidth, power) instead of following a sequential pro-
cess.

5.3 Areas of future work

We finally address unexplored research directions that are
related to more advanced problems in the context of au-
tonomous constellations.

* Transfer learning for satellite architectures. All mod-
els and algorithms so far have been designed in the con-
text of specific satellite architectures. This assumption
limits the application of one model to multiple satel-
lite architectures. In the future, it is expected that satel-
lites will have flexibility in their own configurations
(De Weck, Scialom, and Siddiqi 2004), to better address
operators’ needs. Being able to successfully transfer the
models to these new configurations will be essential to
maintain service quality.

* New prediction models. Historical data of current user
bases might be rich enough to forecast using simple neu-
ral architectures. However, it is possible that this is not al-
ways the case, especially if new users choose on-demand
services more frequently. In those cases, more complex
neural architectures including Graph Neural Networks to
leverage spatiotemporal data (Wang et al. 2020b), atten-
tion mechanisms to improve performance (Vaswani et al.
2017), or transfer learning frameworks capable of few-
shot-learning (Panigrahi, Nanda, and Swarnkar 2021)
might be better suited.

* Orbits as resources. In this paper, like most studies on
satellite communications, we assume all satellites are lo-
cated on the same orbit. This might not always be the
case, especially for megaconstellations. In that sense, we
could consider allocating orbital resources as the fifth



subproblem from a constellation perspective. It is likely
that Al and learning-based methods can also be applied
in that context.

* Multiagent systems. Finally, we want to highlight the
possibility that the resource control is decentralized as
opposed to a centralized DE, OP, and RTE. These scenar-
ios align with the literature on multiagent systems (Foer-
ster et al. 2018; Rashid et al. 2018), and satellite con-
stellations are a specific use case that is starting to be
explored (He, Wang, and Wang 2020; Hu et al. 2020a).

6 Conclusion

In this work, we propose an Al-based framework to tackle
the system-level challenges in the Dynamic Resource Man-
agement problem for satellite communications. This frame-
work incorporates three necessary components (Demand
Estimator, Offline Planner, and Real-Time Engine) to ad-
dress the sequence of subproblems (beam placement and
shaping, gateway routing, frequency assignment, and power
allocation) that lead to the complete resource allocation.
We identify potential component interactions that are often
overlooked by current approaches and discuss why Al and
learning-based methods are well suited to handle them. In
this context, we examine the benefits of applying Al to solve
the complete resource allocation problem, highlighting pre-
vailing performance limitations that Al could overcome, as
well as unexplored areas of future work.
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